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Adapting to Continuously Shifting Domains

Anonymous Authors1

Abstract
Domain adaptation typically focuses on adapting
a model from a single source domain to a target
domain. However, in practice, this paradigm of
adapting from one source to one target is limit-
ing, as different aspects of the real world such
as illumination and weather conditions vary con-
tinuously and cannot be effectively captured by
two static domains. Approaches that attempt to
tackle this problem by adapting from a single
source to many different target domains simulta-
neously are consistently unable to learn across all
domain shifts. Instead, we propose an adaptation
method that exploits the continuity between grad-
ually varying domains by adapting in sequence
from the source to the most similar target domain.
By incrementally adapting while simultaneously
efficiently regularizing against prior examples, we
obtain a single strong model capable of recogni-
tion within all observed domains. Our method is
applicable on a wide variety of learning settings,
including visual classification and reinforcement
learning in a video game domain.

1. Introduction
Imagine a self-driving car with a recognition system trained
in mostly sunny weather conditions. Gradually, it starts to
rain, and the self-driving agent must adapt to this change
and continue to navigate the roads safely. We think of this
weather change as a domain shift (Gretton et al., 2009) from
a source domain, sunny weather, to a target domain, rainy
weather. This domain shift phenomenon seriously affects
the efficacy of the car’s recognition model, since it was
trained in sunny conditions and may not generalize well to
the novelty of rain.

The typical supervised learning solution to this problem is to
further fine-tune the recognition model on labeled datasets
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Figure 1. We consider the problem of adapting from a fixed source
domain (denoted with red points) to a target domain which evolves
over time (denoted with blue points). Our approach uses the conti-
nuity of the target domain shift over time to produce an adaptation
method which learns to adapt to the current setting while producing
a general model that efficiently remembers all prior settings.

of the target, rainy, domain. However, these labels are
often unavailable and it can be prohibitively difficult or
expensive to obtain enough labeled data to properly fine-
tune the large number of parameters employed by deep,
multilayer networks. As such, we would like the network to
adapt to the new domain in an unsupervised manner, without
any need for labeled target data.

Domain adaptation methods attempt to do just that: mitigate
the harmful effects of domain shift by learning transforma-
tions that map the labeled source and the unlabeled target
domains to a common embedding. This mapping is often
achieved by optimizing the representation to minimize some
measure of domain shift, such as maximum mean discrep-
ancy (Tzeng et al., 2014; Long & Wang, 2015) or correlation
distances (Sun & Saenko, 2016). More recently, adversarial
approaches minimize the discrepancy between domains by
training a generator to fool a discriminator by producing
transformed source images that are indistinguishable from
target images (Ganin et al., 2015; Tzeng et al., 2017).

Although these methods transfer well between similar do-
mains, they produce poor results when the covariate shift is
too large (Wulfmeier et al., 2017). This is precisely the case
of sunny versus rainy weather in the earlier autonomous
vehicle example. There, weather change is a gradual pro-
cess that accumulates small shifts (e.g., darker and darker
sky, incipient rain droplets) to produce large differences in
domains over extended periods of time. We draw inspiration
from this observation and posit that, in many scenarios, do-
mains vary continuously and the shift cannot be effectively
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Adapting to Continuously Shifting Domains

captured in just two domains alone, as illustrated in Figure 1.
Instead, we adapt iteratively from one source to many grad-
ually shifted target domains by exploiting the continuity in
the shift.

One issue that arises from this continuous adaptation proce-
dure is a neural network’s general tendency to forget past
knowledge as it specializes to the current domain. This phe-
nomenon of catastrophic forgetting (Ratcliff, 1990) happens
in sequential training because the weights in the network
that are important for previous domains are altered to adapt
to the current domain. Our method corrects this issue by en-
suring that at every adaptation stage the model continues to
consistently classify previously seen examples. To enforce
this constraint, we add a replay loss that forces previously
recorded logits to match the current model’s classification
scores. Thus, a single model can perform continuous adapta-
tion while maintain strong performance across all domains.

To summarize, in this work we tackle the problem of domain
adaptation starting from one labeled source domain that
continuously shifts into multiple successive unlabeled target
domains. We show that it is important to uniquely adapt
to different domains and present an algorithm that enables
a single model to perform continuous adaptation in stages,
from one domain to the next closest one, while consistently
maintaining performance on all previously seen domains.

Over the next sections, we present our method for allowing
a model to robustly adapt to continuously shifting domains
while preserving high accuracy on previously seen data. In
Section 2, we start from standard unsupervised adaptation
models and explain the staging modifications needed to han-
dle continuous shifts in multiple unlabeled target domains.
Next, we introduce the notion of replay, which refers to
holding on to the model’s scores for a few examples in pre-
vious domains, and constraining the current stage model to
match their scores. In Section 3, we present experiments
that focus on visual classification for continuously rotated
MNIST digits, and on video game play for Atari games
that are gradually color inverted. In addition, we perform a
hyperparameter study for different losses and supplemental
structures that aid in remembering past knowledge.

2. Continuous Unsupervised Adaptation
In continuous adaptation, we are presented with a source
domain S, and multiple target domains Ti that repre-
sent continuous shifts of S at time i. We assume ac-
cess to source images Xs and labels Ys drawn from a
source domain distribution ps(x, y), as well as target im-
ages Xti drawn from target distributions pti(x, y), where
there are no labeled observations. As such, we define
Xs : {(x1, y1), ..., (xN , yN )|(xi, yi)

iid∼ ps(x, y),∀i} and
Xti : {x1, ..., xN |xj

iid∼ pti(x, y),∀j}.

We additionally assume that the source domain is similar
to the target domain at time t0, that the target domain is
smoothly varying, and that pt0 is more similar to ps than pt1
is to ps. In general, the target domain may change back to
the source at some future time, e.g., full rotation. Our goal
is to learn a single target representation Mt and classifier Ct

that can correctly classify images from all target domains
into one of K categories at test time, despite the lack of
domain annotations. Since direct supervised learning on
the target domains is not possible, continuous adaptation
instead learns a source representation mapping, Ms, and a
source classifier, Cs, and then adapts that model for use in
the stream of target domains.

This paradigm poses a number of challenges. First, sim-
ply treating all target domains together as a single batch
of targets ignores the continuity and fails to successfully
learn to adapt to distributions that are farther away from the
source (Wulfmeier et al., 2017). A continuous approach that
adapts to every new target sequentially may also run into the
problem of catastrophic forgetting: although classification
on the current target domain is successful, performance on
past domains is harmed because the network weights that
are important for domains Ti−1, Ti−2, ... are altered to fit
into Ti’s specifications (Wulfmeier et al., 2017). Prior work
addresses this problem by storing a different model for each
stage (Li & Hoiem, 2016; Rusu et al., 2016), but that quickly
becomes unscalable as we progress through the sequence of
domains.

We present a general framework for continuous adaptation
with replay, where we evolve the model to the new distri-
bution while simultaneously guiding it to not deviate too
far from how it previously performed on the prior distri-
butions. Figure 2 illustrates the structure of the proposed
replay model. The cylinders represent the source and target
domains. The model updates after every adaptation stage to
account for another shifted target domain. After every stage
i, we store the scores outputted by the adaptation model
for a subset of the examples in target Ti. For subsequent
stages i+ 1, i+ 2, ..., we add a replay loss to enforce high
performance on the stored past examples. We substantially
subsample every target domain response to allow scalability
of our method over long periods. In this section, we discuss
the processes of model staging, domain subsampling and
matching, and replay loss selection.

2.1. Sequential Unsupervised Adaptation

We introduce an adaptation model that progressively evolves
to correctly classify multiple shifted domains. Standard
unsupervised adaptation effectively adapts between a single
source distribution ps(x, y) and a single target distribution
pt(x, y) by aligning features from both domains. In other
words, they learn the source and target mappings, Ms and
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Figure 2. Proposed continuous replay model. At each stage, we
save part of the adaptation predictions and use them as “soft” labels
for the current domain. We enforce these past soft labels to be
matched using a replay loss.

Mt, so as to minimize the distance between the empirical
source and target mapping distributions:

Mt ← argmin
Mt

d(Ms(Xs),Mt(Xt)). (1)

Our method is general and any distance function d can
be used. Common choices in recent works include the
Kullback-Leibler divergence (Yang et al., 2012), Maximum
Mean Discrepancy (MMD) (Gretton et al., 2008; Tzeng
et al., 2014; Zhong et al., 2009), correlation alignment (Sun
& Saenko, 2016), and adversarial loss (Liu & Tuzel, 2016;
Tzeng et al., 2015; 2017; Ganin & Lempitsky, 2014).

When the distance between distributions is minimized, the
source classification model, Cs, may be directly applied to
the target representation as a target classifier Ct; we can,
thus, denote both as C, and eliminate the need to learn a
separate target classifier. We can now find Ms and C by
optimizing the supervised objective:

Ms, C ← arg min
Ms,C

Lcls(C(Ms(Xs)), Ys). (2)

A common choice for Lcls is the cross-entropy loss, which
results in the optimization:

min
Ms,C

Lcls(C(Ms(Xs)), Ys) =

− E(xs,ys)∼(Xs,Ys)

K∑
k=1

1[k=ys] logC(Ms(xs))
(3)

In the continuous problem statement, the goal is to minimize
the distance between a single source and multiple targets:

Mt ← argmin
Mt

d(Ms(Xs),Mt(∪Ni=1Xti)). (4)

The above mentioned domain alignment methods would
simply conglomerate all target domains together and per-
form single source to single target adaptation. Unfortunately,
standard unsupervised adaptation on a batch of target do-
mains produces poor solutions for the posed optimization
problem. Our first step towards improvement is adopting, in-
stead, a sequential approach, where at every stage the model
adapts to the next target domain. Starting from the labeled
source domain S, we first guide the model to adapt to the
unlabeled target domain T1. Next, the source domain stays
the same, but the target of interest becomes T2. Since the
domain continuity assumption dictates that T1 is an interme-
diary from S to T2, and the network has already adapted to
T1, the task of adapting from S to T2 becomes much easier.
This is due to the fact that, intuitively, by dividing the larger
domain shift into smaller incremental shifts, the adaptation
method has a smaller distance to minimize from domain
to domain, which allows for more effective optimization
solutions at every stage.

More generally, at each stage, Ti, we initialize the current
target representation, MTi

, using the adapted model from
the previous stage, MTi−1

. We then further adapt between
the current target domain data, XTi , viewed under the cur-
rent target model, and the source domain data, Xs, viewed
under the original source model.

M ←MTi−1
(5)

MTi
← argmin

M
d(Ms(Xs),M(XTi

)) (6)

By continuing this process at every stage, we ensure success-
ful adaptation to the next target domain. However, while
staging alone enables models to more easily adapt, it does
not solve the problem of catastrophic forgetting.

2.2. Continuous Replay Adaptation

We address the issue of forgetting previous domains by
saving the scores for a few previously seen examples and
introducing a replay loss, Lreplay, to enforce the response
to be the same in the current stage model. This process
is illustrated in Figure 2, where every stage’s version of
the adaptation model produces a mini-dataset with a few
selected observations from their specific domain, together
with the predicted classification scores. The subsampling is
randomized at every stage and will be discussed in depth in
Section 3.

Thus, Mt can be updated at every stage via a joint optimiza-
tion of both the sequential unsupervised adaptation update
together with the replay objective:

Mt ← argmin
Mt

[d(Ms(Xs),Mt(Xti))

+ λ · Lreplay(C(Mt(Xp)), Yp)]
(7)
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Algorithm 1 CUA for continuous adaptation.

1: Ms, C ← argminMs,C Lcls(C(Ms(Xs)), Ys)
2: {Xp, Yp} ← subsample({Xs, Ys}, α)
3: Mt ←Ms

4: for i ∈ {1...N} do
5: Mt ← argminMt

d(Ms(Xs),Mt(Xti))
6: +λ · Lreplay(C(Mt(Xp)), Yp)

7: Ŷti ← C(Mt(Xti))
8: {Xp, Yp} ← {Xp, Yp} ∪ subsample({Xti , Ŷti}, α)
9: end for

where Xp and Yp are the random samples and their pre-
dicted scores saved from previous domains, and λ is a replay
weight that controls how much to optimize for past domain
efficiency. When choosing the replay loss function, Lreplay ,
we experiment with both the above mentioned cross-entropy,
and the standard mean squared error (MSE) loss:

Lreplay(C(Mt(Xp)), Yp) =
1

N

N∑
i=1

(C(Mt(Xp))− Yp)2

(8)

Algorithm 1 illustrates the described Continuous Unsu-
pervised Adaptation (CUA) procedure, which sequentially
adapts to an evolving target distribution while using replay
of past examples to retain prior performance. The method
begins by initializing a supervised source model using the
labeled source data, and subsampling a few examples from
the source data as replay data. A parameter α controls the
subsampling rate by deciding how large of a fraction of the
data to store. For every new target domain, we fit a new
target representation Mt by adapting with distance metric d
and replay loss Lreplay. Finally, we subsample α-rate data
from the current target domain together with the predicted
classification scores obtained under this stage’s model.

3. Experiments
We now evaluate CUA for unsupervised classification adap-
tation to continuously shifting domains. We present two
different adaptation scenarios, MNIST digit rotations and
incremental color inversions for Atari. Surprisingly, both
of these settings cause traditional unsupervised adaptation
methods to fail when attempting to adapt to all variations
together. In addition, we will show that for some of these
shifts, the domain difference from the source to a particular
target is large enough that traditional approaches even fail to
adapt from source to that single target domain. We compare
our model CUA against multiple state-of-the-art unsuper-
vised adaptation methods that perform adaptation to a batch
of target domains. In all of our experimental setups, our
method significantly outperforms the competing approaches

and approaches fully supervised performance.

3.1. MNIST rotations

The first continuous shift we consider is image rotations on
MNIST digits. Our goal is to adapt from regular MNIST
digits with rotation 0◦ to MNIST digits of various rotations.
Figure 3 illustrates an example of the rotations in question.
We designate rotation by 0◦ to be the labeled source domain,
and rotations 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, and 315◦

to be unlabeled target domains.

Implementation Details. The MNIST dataset contains
60000 training images of handwritten digits, and 10000
test images. The dataset has k = 10 classes, each corre-
sponding to one digit. We randomly split the training set
in half, assigning 30000 images to the source domain (ro-
tation 0◦). The remaining 30000 images are further split
equally between the seven rotations which comprise the
target domain variations. We preserve the marginal distri-
butions over labels in each split. We use LeNet (Cun et al.,
1990) as our base architecture in all experiments. As our
unsupervised domain adaptation method to adapt between
sequential domains we choose the recently proposed ADDA
method (Tzeng et al., 2017).

Comparison Approaches. As our source model we train a
supervised model on 0◦ and evaluate on the target domains
with no adaptation. We also compare against recent unsu-
pervised domain adaptation methods, DANN (Ganin et al.,
2015) and ADDA (Tzeng et al., 2017) that we train on 0◦

MNIST and adapt to all target domains in batch.

Variants of CUA. As an ablation we consider multiple vari-
ants of our CUA model. First, we prove the importance of
our replay objective (Section 2.2) when considering reten-
tion of information learned from prior adaptation shifts (see
Figure 4. We also discuss the trade-off between remember-
ing old domains and adapting to the current domain and
demonstrate how the replay weight, λ, can be used to tune
this trade-off. Finally, we will analyze the scalability of our
method by demonstrating its ability to retain old information
even with a very small sub-sampling rate, α.

3.1.1. EVALUATION AND ABLATION OF REPLAY

In Table 1, we compare the source only classification (no
adaptation); the three unsupervised adaptation methods
ADDA and DANN; CUA with no replay; our full CUA
method; and the result of supervised training on all do-
mains. All competing methods that do not use our frame-
work fail catastrophically to adapt to the variety of target
domains. Note, we used the original source code released
with the UNIT (Liu et al., 2017) method, but were only able
to achieve performance around 10%. Since this is far below
source only performance we omit this result from our tables.
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Figure 3. Every 45◦ rotation for an MNIST digit.

Method 0◦ 45◦ 90◦ 135◦ 180◦ 225◦ 270◦ 315◦ Average (%)

Source 99.2 61.7 17.2 29.1 39.4 29.8 15.8 51.7 43.0 ± 0.8
ADDA 80.8 70.4 20.8 28.6 42.1 40.2 23.8 41.2 43.5 ± 1.2
DANN 98.6 64.7 19.9 28.4 41.4 32.9 24.2 67.3 47.2 ± 1.6
CUA - no replay (Ours) 51.6 15.1 32.7 38.7 30.4 27.1 73.6 96.0 45.7 ± 1.4
CUA (Ours) 90.4 84.4 82.0 77.3 85.8 88.2 92.7 96.5 90.4 ± 1.6

Target Supervised (Oracle) 96.9 96.7 96.8 97.4 96.6 96.5 96.8 96.4 97.0

Table 1. Rotated MNIST results for various adaptation methods. We evaluate each row on test data at rotations in 45◦ intervals. The last
column contains the average over all test rotations.

The source model, DANN, and ADDA have high accuracy
when tested on the source domain 0◦, but fail to adapt to
domains that are more distinct (i.e. 90◦ and larger rotations).
CUA without replay is able to perform remarkably well on
the current target domain, but fails when evaluated on past
target domains, in other words suffers from catastrophic for-
getting. Finally, our full method, CUA, clearly outperforms
all other methods, with high accuracy both on the current
and on past domains. On average, our method achieves
90.4% accuracy, a larger than 40% raw improvement over
the next competing approach and nearing the performance
of a fully supervised model.

A further comparison between CUA with and without replay
reveals the dramatic impact that past data-matching has on
maintaining high accuracy on past domains. Figure 4 shows
that although both methods have comparable performance
on current domains (blue lines), the replay loss dramatically
helps against catastrophically forgetting previous domains
(orange lines) and its impact is consistent across all domains
(trend holds across rotations on x-axis).

For additional insight on what effect our staged replay frame-
work has on classification, Figure 5 plots confusion matrices
before adaptation, after batch adaptation, for CUA without
replay and with replay, respectively. We present the confu-
sion matrix for a test rotation of 135◦ after fully training all
models. Examining the figure for the source-only baseline
reveals that the domain shift is clearly very large, and, as a
result, the network can only consistently classify the digit
0, which is already rotation-invariant. Batch and no replay
CUA adaptations contribute minor performance improve-

Figure 4. MNIST rotations accuracy reported as a function of the
rotation amount. We compute the timelapse performance at each
rotation evaluated as a past domain or at the time of adaptation to
that domain (current domain). While the current domain accuracy
is comparable for both our CUA and CUA no replay methods, past
domain accuracy is dramatically higher and more consistent as the
domain shifts when replay is included.

ments. With our method, the overall performance is quite
striking, achieving an almost perfect classification score.

3.1.2. TRADE-OFF: ADAPTING TO NEW DOMAINS
VERSUS REMEMBERING PAST DATA

In this subsection we investigate the effect of varying the
replay parameter λ that controls old data classification ac-
curacy versus adaptation to the new domain. Figure 7 illus-
trates the expected behavior that, as λ increases, the current
stage accuracy suffers, while the past stage one increases.
The past stage accuracy plateau demonstrates that after the
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(a) Source (b) Adapt Batch (c) CUA (no replay) (d) CUA (Full Model)

Figure 5. Confusion matrices for each model, evaluated on MNIST at the 135◦ orientation. Our method is able to correctly classify the
vast majority of digits. In comparison, standard methods are either unable to effectively handle the domain shift or suffer from catastrophic
forgetting, leading to degraded performance on previously seen domains.

Figure 6. We report here the MNIST rotations accuracy averaged
across all past domains together with the current domain. We study
the the effect of the subsampling rate, α, on overall performance.
α controls what fraction of the past data we store for replay. We
experiment with a α ∈ {0.01, 0.025, 0.1, 0.5, 1} and find that
CUA can handle extremely sparse cases with reasonable accuracy,
demonstrating scalability.

network has paid enough attention to past examples, it can-
not be further tuned to match old data better. We find that
for the cross-entropy loss, values around λ = 0.03 are ideal,
whereas for L2, values around λ = 0.4 are more suitable.

3.1.3. REPLAY LOSS FUNCTION

Our replay loss is agnostic to the particular objective used
to enforce recall of old examples. As such, we evaluate
two potential options here: the L2 norm and cross-entropy
between the prediction recorded during a prior stage and the
current prediction. The cross-entropy calculation focuses on
the one classification label that is most likely for a particular
datapoint, and discards the rest of the signal for categories
with lower classification scores. In theory, the L2 norm pays

(a) Cross Entropy (b) L2

Figure 7. We report here the MNIST rotations accuracy averaged
across all past domains, orange, compared against the current
domain, blue. To study of the effect of tuning the replay weight, λ,
which controls the trade-off between remembering old examples
and learning new examples, we plot performance vs λ with values
from 0 to 1. We also experiment with two different replay losses
for remembering the old data, Cross Entropy and L2. In both cases,
there is a setting of λ that produces strong adaptation performance
while remembering and performing well on old data settings.

attention to the entire distribution of the scores, so intuitively
we would expect it to match past data more accurately than
the single signaled cross-entropy loss. However, in practice,
we found that the method performed similarly regardless of
which of these two losses we choose (see Figure 7).

3.1.4. SCALABILITY ANALYSIS

When adapting to continually shifting domains in the real
world, scalability is a crucial component for allowing the
model to evolve throughout many increasingly changing
domains. We implement a subsampling rate, which is a
parameter α that dictates how much past data to be saved
for future replay. Intuitively, the fewer samples the frame-
work stores, the less correctly the model will remember past
domains.

Figure 6 shows average accuracy across all past domains and
the current domain after the final rotation stage. This figure
illustrates that as we subsample fewer examples, the accu-
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Figure 8. Example Pong frames for varying degrees of inversion.
The frames have been resized to 84×84 and converted to grayscale,
and are shown here as they are presented to the network.

racy decreases as expected, but not by a dramatic amount,
suggesting that our method is highly scalable longterm. We
plot five subsampling rates of α = 0.01, 0.025, 0.1, 0.5, 1,
and we see that a dramatic reduction of the saved data by
100 only loses fewer than 10 accuracy points as compared
to storing the full dataset. This is, of course, significant,
but still impressive given the very little past data the model
replays.

3.2. Atari inversions

We further demonstrate the effectiveness of our method
by evaluating it in a reinforcement learning setting—
specifically, the task of learning to play Atari games. In
the source domain, we assume a standard reinforcement
learning setup, wherein at each timestep the agent in state
st selects an action at from the set of legal game actions,
A = {1, ...,K}. Upon taking action at, the environment
transitions to some state st+1 observed by the agent, and
some reward rt is obtained. The agent’s goal is to maximize
its cumulative reward.

We consider the task of adapting policies to a series of target
domains. In each target domain, the agent can take actions
and observe states. However, unlike in the source domain,
no reward is available during training. Thus, standard rein-
forcement learning cannot be applied in this setting. Instead,
we look to adapt the policy learned in the source domain
according to the observations obtained in the target domain.

We emulate the Atari game Pong and choose a domain shift
represented by color inversion. Surprisingly, even an incred-
ibly simple color transformation breaks the performance of
existing state-of-the-art models. We define color inversion
as an operation parametrized by θ ∈ [0, 1], where every in-
verted pixel xinv can be written as a function of the original
xorig:

xinv = (1− θ) ∗ xorig + θ ∗ (1− xorig). (9)

Figure 8 illustrates the gray-scale color change as θ varies
for an Atari Pong frame. For θ = 0.0, there is no inversion,
while θ = 1.0 would result in completely inverted frames.

Inversion factor θ

Method 0.0 0.1 0.2 0.3

Source only 21.0 21.0 17.6 −2.28
MMD (Long & Wang, 2015) 21.0 21.0 17.0 15.9
CUA (Ours) 21.0 21.0 21.0 21.0

Target with reward (Oracle) 21.0 21.0 21.0 21.0

Table 2. Adaptation across visual domains in an Atari setting. We
train a base model for θ = 0.0 using ACKTR (Wu et al., 2017),
then adapt to the θ = 0.1, 0.2, 0.3 environments without any
reward, only observations. We report the reward obtained by the
model averaged over 100 episodes. Despite the absence of rewards
during training, which makes additional reinforcement learning
infeasible, our method is able to recover full performance in the
target domains. This provides further evidence for the robustness
of our method.

For our experiments, the source domain has θ = 0.0, i.e.,
unaltered, and the target domains have θ = 0.1, 0.2, 0.3.
Just as in the MNIST experiments, we compare our staged
adaptation method against a source model and batch adapta-
tion. The source model is an ACKTR baseline agent (Wu
et al., 2017) trained for 50 million timesteps. The model
consists of a network with 3 convolutional layers and 3 fully
connected layers—the exact model definition can be found
in the OpenAI baselines implementation (Dhariwal et al.,
2017). We use this model, together with observations given
by the emulator, as input to each adaptation method.

In this setting, we use another standard unsupervised domain
adaptation approach of maximum mean discrepancy (MMD)
(Tzeng et al., 2014; Long & Wang, 2015) as our distance
function d:

d(Ms(Xs),Mt(Xt)) = ||E[Ms(Xs)]− E[Mt(Xt)]||
(10)

In particular, we look to adapt the source and target models
so that the output of their first fully connected layers are
aligned with each other.

Table 2 shows the rewards obtained by the different meth-
ods on Pong. We report the average reward obtained over
100 episodes for various methods. The results show that
our method is quite effective, recovering full performance
across all target domains. Using a staged approach proves
to be vital, as the model is unable to effectively adapt when
presented with all target domains simultaneously. We also
note that our method is robust, since despite being entirely
unaware of the concept of reward, it is able to preserve the
long-term dependencies necessary for performing well.
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4. Related Work
Continuously changing domains pose significant challenges
for robot learning and autonomous driving, since small incre-
mental shifts cumulate to a large domain discrepancy over-
time. The large domain shift between the training source
domain and unlabeled target domain seriously affects the ef-
ficacy of machine learning models, as agents do not always
have access to training data that is exactly representative
of the intended testing scenario. In an attempt to solve
this, many past methods have focused on creating feature
transformations able to map domains to a space invariant to
domain change (Lowry et al., 2016). Some other approaches
predict the changes by synthesizing intermediate images be-
tween domains (Neubert et al., 2013) or retraining multiple
experiences of the same visual scene (Churchill & Newman,
2013). However, neither method scales with an increase in
target domains in the continuous shift settings.

Another approach, domain transfer learning, has studied
both shallow (Gretton et al., 2009; Csurka, 2017) and deep
methods (Tzeng et al., 2017; Sun & Saenko, 2016; Tzeng
et al., 2014; Taigman et al., 2016; Liu et al., 2017). Recently,
the domain adaptation community has been focusing on
transferring deep neural network representations from a
labeled source dataset to a target domain where labeled data
is sparse or non-existent. The main strategy has been to learn
representations by minimizing the difference between the
source and target feature distributions (Gretton et al., 2009;
Sun & Saenko, 2016; Tzeng et al., 2014). In Tzeng et. al.’s
Adversarial Discriminative Domain Adaptation (ADDA)
(Tzeng et al., 2017), the method guides feature learning by
training a generator to fool the discriminator by producing
images indistinguishable from target images, effectively
minimizing discernibility between the source and target
feature distributions. All these works treat the unsupervised
domain adaptation problem as a batch transition without
exploiting the continuity of the shifting domains, which
significantly impacts their performance in the continuous
problem setting.

Several other methods have attempted to tackle domain shift
through domain generalization, which aggregates all infor-
mation from multiple training domains or datasets to learn
a shared invariant representation. Here, the focus is not
on adapting the classifier to the target domain, because it
is unknown. Instead, methods like (Motiian et al., 2017)
learn at training time an embedding that maps to a domain
invariant space. A related approach that uses domain ran-
domization hypothesizes that with enough variability in
training, the testing domain may appear to the model as
just another variation (Tobin et al., 2017). The method at-
tempts to make the model generalizable from simulations to
real-world robots by introducing variability at training time
in the form of randomized transformations to the original

simulator. Unfortunately, both methods require a varied
collection of labeled target domains and the knowledge that
test domains will be relatively similar, which in our setting
is unavailable. Furthermore, since the methods do not utilize
the target domain information at all, it is unclear how well
these models would adapt to domains of larger discrepancy
than the ones in training.

A notable line of work is that of continuous manifold learn-
ing (Hoffman et al., 2014), where they adapt to evolving
visual domains by learning a sequence of transformations
on a fixed source representation. Another recent paper that
is closest to our method discusses a similar incremental
domain adaptation approach for continually changing envi-
ronments (Wulfmeier et al., 2017). However, in both papers
the authors are exclusively concerned with efficient adap-
tation for online streams of continuously shifted data, and
do not focus at all on performance for past examples or the
issue of catastrophic forgetting.

Other methods that tackle forgetting specifically, such as
progressive networks (Rusu et al., 2016), which explicitly
supports transfer across sequences of tasks in its architecture,
or elastic weight consolidation (Kirkpatrick et al., 2016),
which selectively slows down learning on the weights impor-
tant for old tasks, focus exclusively on supervised transfer,
which is unsuitable for continuous adaptation. Moreover,
progressive networks increase in size as more data comes in,
which quickly becomes not scalable in a prolonged contin-
uous setting. “Learning without Forgetting” (Li & Hoiem,
2016) suffers from the same problem, because it involves
saving all previous models and reclassifying data through
them at every stage.

5. Conclusion
We have proposed a flexible framework for continuous un-
supervised domain adaptation that enables single adaptation
models to adapt to continual domain shifts while consis-
tently maintaining performance on all domains. We show
that even on small domain adaptation problems, such as
continuously rotating MNIST digits and smoothly varying
contrast in an Atari game, traditional adaptation methods
fail catastrophically to cope with the evolving and diverse
target domain. In, contrast our method is successfully able
to recover near supervised learning performance on both
the current domain as well as effectively and efficiently
retain the information necessary to perform well on prior
instantiations of the target domain.
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